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Abstract

In this paper, we present the main results we have ob-
tained through our experience in designing and implement-
ing Madeus, an authoring and presentation tool for interac-
tive multimedia documents. This system allows an efficient
support for the specification of temporal scenarios and fits
in an architecture that allows the integration of both aun-
thoring and presentation phases of multimedia documents.
Moreover, we show that constraints are well suited for the
development of both end-user graphic interfaces and efficient
low-level execution mechanisms.

1 Introduction

Developing a multimedia authoring and presentation appli-
cation is a difficult task as many different problems have
to be solved. The temporal nature of information in mul-
timedia documents requires new functions such as tempo-
13l synchronization between components at authoring and
presentation time and scheduling of the presentation in dis-
tributed and unpredicted contexts. More traditional func-
tions have also to be adapted to these new emvironments,
such as graphical authoring interfaces and spatial format-
ting on the screen. Research in those areas has been very
active in the last decade and a number of papers has been
published on these topics. Unlike the web, new research
models, experimental tools and document standards failed
to really have an impact on existing technology (such as Ap-
ple’s Quicktime) or to trigger the emergence of a new gen-
eration of tools. Although multimedia document modelling
has been given a great attention, the creation or authoring
process was not sufficiently covered. Nevertheless, one.of
the key issues is to define the level of flexibility required to
make those tools usable. Perhaps the most prevalent tempo-
ral model is the timeline, which aligns all events on a single
axis of time. Though simple and graphical, timelines lack
the flexibility required for frequent scemario modifications
carried out by the author before reaching the desired sce-
nario. We believe that authoring and presentation demand
more powerful schemes to become more accessible and ef-
fective. One such scheme is the constraint-based technique
which is the key of our approach to enhance authoring and
presentation of multimedia documents.
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In this paper, we present the main results we have ob- )
tained through our experience in designing and implement- |
ing Madeus [6], an authoring and presentation tool for in- 1
teractive multimedia documents. Madeus covers a broad i
range of features such as structural compositior, temporal
and spatial specifications, integration of edition and presen-
tation phases. The current implementation (in C) supports
Mpeg audio and video, different image formats and format-
ted text.

The development of Madeus is still in progress, but from
its current state we can already report on the foundation
of the choices that have been taken initially. In particular,
we extensively discuss the usefulness of the heart of the tool
which is a constraint-based system. This system allows an
efficient support for the specification of temporal scenarios
and fits in an architecture that allows the integration of both
authoring and presentation phases of a multimedia docu-
ment. Moreover, we show that constraints are well suited
for the development of both end-user graphic interfaces and
efficient low-level execution mechanisms.

This paper is organized in three parts. First we present
the most important choices that guided the development of !
Madeus. Then, we outline the advantages of constraints
at the authoring stage. We also explain how a presenta-
tion is carried out from a constraint representation of the I
document. Finally, we conclude and indicate some future
research directions.

2 Related work

Research works on authoring environment for the design of
(synchronized) multimedia documents are not as much de-

veloped as other multimedia areas. The two first known
prototypes were Firefly [2] and CMIFed [14] which raised

the debate on constraint-based versus operational environ-

ments. These two classes have been defined depending on

how close the document description is to the presentation

phase. With an operational approach, the author specifies

the way in which scenario must be executed by means of '
either a script language or an operational structure (tree or
Petri-net). Therefore the presentation phase directly imple-

ments the operational semantics provided by the used struc-

ture. With a constraint-based approach, the author specifies

the required scenario without determining how to get the

result in terms of operational actions. Constraints resolvers

are then used to translate this set of declarations into an
executable form. The debate between these two different ‘
ways of specification is still going on and new propositions

on both sides frequently appear:
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Figure 1: Madeus architecture

e ISIS [9], Madeus [6], TIEMPO [15], CHIMP {3] are
constraint-based environments

o Mediadoc [8], HyperProp [11] and HPAS [18] are op-
erational ones.

It is clear that it is easier to build an authoring envi-
ronment based on an operational approach than to do the
same using a constraint-based formalism. Indeed, theoreti-
cal problems associated with constraint-based approach are
known to be difficult [10). This explains why commercial
tools are not based on constraint technics. The same is true
for the standard promoted by the W3C for synchronized
multimedia documents called SMIL [17].

‘We are convinced by the strong advantages that con-
straints could bring to authoring environments of multime-
dia documents. The aim of this paper is to contribute to this
debate by giving a detailed presentation of all the benefits
that multimedia authors could make by using such environ-
ments, through the presentation of the Madeus prototype.

3 Madeus: a constraint-based authoring tool

Madeus is a multimedia authoring and presentation system
characterized by 1) a constraint-based specification of sce-
narios, 2) a hierarchical organization of documents, 3) the
ability for the author to edit a document on multiple views,
4) a powerful internal structure that captures the tempo-
ral information, 5) an object-oriented architecture to han-
dle media objects and 6) a plug-in mechanism to incorporate
external objects in documents. These features are described
in the rest of this section.

Fig. 1 gives a global view of the architecture of Madeus.
‘We can see how the different components are organized to
provide an integrated system.

In the rest of this paper, we use the expression “multi-
media document” when considering the whole information
attached to the document: the set of basic objects it contains
(text, image, video, audio, etc.) and their logical, spatial,
navigational (links) and temporal crganization. When we
only want to speak about its temporal aspects, we use the
term “temporal scenario” or simply “scenario®.
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Merry BEFORE And Merry: [25, 35 ]

And MEETS Happy Song?2: [10, 60]
Smiley DURING And And: [25, 35
Merry EQUALS Songl Pict; [15, 120]
Happy EQUALS Song2 Happy: [25, 35 ]

Merry STARTS Pictl
Pict2 MEETS Pict3
Pict3 MEETS Pictd
Pict4d FINISHES Happy

Smiley: {5, 15]
Songl: [10, 60]

Figure 2: Temporal specification of the Christmas example

3.1 Using spatial and temporal constraints

Madeus is a constraint-based authoring tool where the au-
thor can describe the spatial and temporal organization of a
document by setting constraints between basic or compos-
ite objects (see section 3.2). These constraints can express
spatial and temporal synchronization such as: two videos
must be vertically centered and must be presented during
the same period of time. Then, the spatial and the tem-
poral formatters compute the position of media objects in
both spatial and temporal dimensions.

Madeus uses classical spatial constraints such as align,
center and shiff, on both the vertical and horizontal axes.
Once a constraint is set, it holds during the whole presen-
tation, even when the user moves manually some objects
on the screen. The Madeus spatial formatter is based on
DeltaBlue [13].

Temporal constraints used in Madeus are based on Allen’s
algebra, {1] using the operators EQUALS, STARTS, BEFORE, etc.

Basic objects of the scenario are associated with a range
of possible durations which can be defined by the author
himself or automatically assigned by the system (for in-
stance, an interval ranging from 5 to 120 seconds for images).
This range can also be defined as an infinite interval.

Fig. 2 gives the set of temporal relations which describes
the following informal specification: The document starts
by displaying a text “Merry Christmas” (Merry) accompa-
nied by a Christmas song (Songl). Following these two ob-
jects, the text “and” (And) is displayed, followed by the text
“Happy New Year” (Happy) that is accompanied, in its turn,
by an appropriate song (Song2). Each of the three textual
messages is presented for a period of about 30 seconds. In
addition, a “smiley” (Smiley) makes a brief appearance duz-
ing the presentation of the text “and”. The background of
the document is composed by a sequence of some Christmas
pictures (say 4: Pictl, Pict2, ...). The two songs can be
played with any duration in the range between 10 and 60
seconds without considering their complete delivery. We can
notice that in this example, the author is not asked to give
precise temporal information in order to obtain the desired
synchronization. In addition, he can take advantage of this
flexibility when reusing this document (see 4.3).

3.2 A hierarchical decomposition of the document

It is possible in Madeus to hierarchically put together a set
of objects in one entity, namely a composite object, which
could be used in the remainder of the scenario as a basic
object.

As an example of hierarchical decomposition, let’s con-
sider the set of objects given in Fig. 2. They can be encap-
sulated in a composite object named “Christmas_Card” and
a “News” document can be defined as:

News = Christmas_Card BEFORE Family News
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Figure 3: Scenario view of the Christmas example

The semantic of this encapsulation, in the temporal di-
mension, is given by the following rule: the temporal interval
associated with a composite object is the shortest interval
which can temporally contain 2l its components.

For example, hierarchic decomposition allows authors to
use Madeus to design complex documents. We have created
a multimedia presentation of the INRIA institute, compris-
ing about 70 basic objects structured in 5 scenes.

3.3 An expressive textual format

Madeus uses a textual format for storing the declarative
specification of the hierarchical, spatial, temporal and nav-
igational organization of multimedia documents. A docu-
ment has the same structure as a composite object: a list of
basic and/or composite objects. Spatial, temporal and style
attributes can be attached to basic objects (duration bounds
of an object, font for a textual object, etc). Some attributes
allow to express a dynamic behavior such as a moving style
effect applied on a visual object. In addition, Spatial-Rel
and Temporal-Rel attributes can be attached to composite
objects: they contain the list of temporal and spatial te-
lations specified between the components of the composite
objects. Another kind of attributes is the hypermedia links,
represented in an HTMI-like way where the destination an-
chors are designated using their URLs. The grammar of
Madeus language is based on the XML syntax {16].

3.4 A graphical view of the temporal scenario

Whatever the appreach used to specify the temporal sce-
nario, it is worth noting that the author must be provided
with a graphical view of the temporal organization of docu-
ments. The “temporal axis” paradigm is known to be well-
suited in such a case. In Madeus, the “scenario view” shows
objects placed along a temporal axis. Moreover, the tempo-
ral constraints set by the author are also represented in this
view. Fig. 3 shows the view of our Christmas card example
where springs represent flexibility introduced by constraints
such as before or during and vertical lines represent simul-
taneous instants. One of the leading points of this view is
that objects are spatially aligned in the vertical dimension if
and only if they are temporally aligned. This Is a necessary
condition to remove any ambiguities for the author.

The other interesting point of the scenario view is that
the author can interact with it (i.e. moving an object along
the horizontal axis or resizing it) in order to browse through
the set of solutions deduced from the temporal constraints.
The other objects are adjusted in real-time. When using a
constraint-based approach to specify the temporal scenario
the access to the whole set of solutions is very helpful fcﬁ"
the author to understand the global meaning of the set of
constraints.

These two points (spatial alignments to denote tempo-
ral ones and dynamic manipulation of the view) are two
new features which are not provided to the author in other
constraint-based environments. For instance, the temporal
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Figure 4: The internal representation of the Christmas ex-
ample in Madeus

view of ISIS is a static one, in which spatial alignments are
not equivalent to temporal ones.

3.5 Temporal information managed by a powerful internal
structure

In Madeus, temporal information handling is based on Sim-
ple Temporal Problems (STP) [4]. An STP is a directed
acyclic graph where each node represents a time point and
each edge (i, [min,max], j) represents a temporal interval
with a duration range from min to max between the two
time points i and j. Numerous algorithms exist to answer
questions like: does a solution exist (consistency checking)?
Can a particular set of values be considered as a solution for
the problem?

In Madeus, this formalism has been extended into a Hy-
pergraph of STP (denoted by HSTP) in order to manage the
hierarchical organization. The nodes of the HSTP represent
the begin and end instants of composite and basic objects.
The range of possible durations of an object is modeled by
an edge between its begin and end instants labeled by its
appropriate interval. Other edges in the HSTP are added to
take into account the temporal constraints that the author
has placed on the objects [10] (see Fig. 4 the “News” HSTP
example). Moreover this structure is used by the presen-
tation system to schedule the execution of- and navigation
within- documents.

3.6 A HSTP-based scheduler

Presentation schedulers can be either purely reactive (as [5])
or predictive-reactive. In the first case, the scheduler knows
nothing about the future of the presentation. It reacts when
it receives an event by invoking the action associated to
this event. The predictive-reactive scheduler works as the
purely-reactive scheduler but in addition it uses a structure
that maintains a scheme of the whole scenario which gives
the scheduler hints about the future of the presentation. The
Madeus presentation scheduler is of the second type: it is
mainly driven by the HSTP (that gives the overall order of
the scenario), but also by the user interaction events (that
specify what kind of presentation service are required by
the user) and the current executional state of media objects
(that reflects the éxecutional state of the whole document).
Based on the above information, the scheduler decides to
start and terminate the presentation of media objects at the
instants corresponding to those specified in the scenario.

3.7 Control of object progression

In Madeus, the control of the progression of each presented
object is performed by an event-based algorithm using a
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Figure 5: Madeus object level

sync notification period. The sync notification period is the
period with which the synchronized objects are notified to
align themselves temporally with respect to each other. This
period corresponds to the time needed to play a whole num-
ber of the units composing every synchronized object, such
as frames of video or samples of audio.

3.8 Presentation context management

The information about a presentation instant is encapsu-
lated into a structure called a presentation contert which
holds the executional status of the media objects presented
at this instant [12]. For each object, the context records its
state (running or not) and, if running, its progression time
relative to its beginning. Moreover, presentation instants
are classified into two main types: Tic instants at which a
set of presentation actions must be carried out; and Tac in-
stants which are the Tic instants where at least one other
media object starts or ends.

Moreover, Madeus performs some actions on presenta-
tion contexts, such as store, update and calculate, in order
1o achieve time-dependent operations. We have developed
an appropriate algorithm for the computation of the pre-
sentation context for any Tic or Tac in the future or in the
past: this algorithm takes into account both the information
given by the HSTP and the temporal durations that have
been statically computed by the formatter.

3.9 Object handler

Madeus proposes an object model for representing the ba-
sic media objects taking part in a multimedia presentation.
Each time a new media object has to be presented, the ob-
ject mediator creates an instance of the appropriate class
that will manage its presentation.

Madeus handles a table of the supported media formats.
The object mediator can obtain from this table all the in-
formation that it needs, such as the type of object to be
created, the data stream and the available presentation ser-
vices such as play, pause, resume, fast forward, fast rewind,
etc.

The different object types are organized into an open
generic object model hierarchy (Fig. 5) that gives power-
ful abstraction and inheritance features. In the hierarchy,
we were keen on defining classes that reflect the perception
characteristics, as in wisible and audible classes, as well as
the temporal characteristics, as in continuous and opaque
classes. More detailed media object classes, such as au-
dio, video, image, etc., are derived from them, while format
classes, such as AU and ATFF audio classes, and MPEG and
AVI video classes, are set at the lower level of the hierarchy.

Moreover, Madeus adopts a plugin mechanism to allow
the utilization of a wide variety of objects directly managed
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by external applications. A plugin works as any other media
object defined in the Madeus object model, but it is char-
acterized by having a generic interface independent of the
plugged-in application. However, from the point of view of
Madeus, plugins are characterized by being opaque in nature
and indeterministic in behavior. The opaqueness in nature
is due to the fact that the plugin interface gives a limited
set of functions to control the plugged-in application, hiding
the information about the plugin presentation components.
Therefore, Madeus has no fine presentation control on the
media objects presented by the plugged-in application, such
as the frame rate for a plugin video. As a result, a plugin
object is considered to have an indeterministic duration that
may conflict with the constraint-based approach of Madeus
which supposes the control of object duration. The manage-
ment of uncontrollable objects is one of the main research
issues of our on-going works.

4 Benefits for authoring

In this paper, we would like to focus on three main authoring
results obtained thanks to Madeus features:

1. A secure and incremental editing process.

2. An editing process tightly coupled with the presenta-
tion process.

3. The reusability of specifications.

4.1 A secure and incremental design of a multimedia doc-
ument

Designing an interactive multimedia document is a cyclic
“specify, test and modify” process: the author can rarely ob-
tain the desired document from the first specification. One
important point is the facility in which the authoring en-
vironment can help the author in adjusting his document.
The use of constraint paradigms in Madeus is a real ad-
vantage as far as the following characteristic is concerned:
each time the author adds or deletes a constraint (spatial
or temporal), the current set of solutions is readjusted. For
instance, if the author wants to insert in the Christmas ex-
ample a fifth background object between the two previously
mentioned ones, it is sufficient to modify the existing con-
straints in order to have:

Pictl MEETS New_Pict; New_Pict MEETS Pict2

‘The temporal formatter automatically checks the con-
sistency of the new scenario, thus at each editing step the
author is sure of having a consistent scenario. If the scenario
remains consistent, the temporal formatter adjusts the pre-
vious solution to take into account the newly inserted object.
If consistency is violated, the author is aware and can adapt
the document.

‘Working with a scenario view (see 3.4) is very helpful in
this incremental process to know which constraint to delete,
where an object can be inserted, etc.

This incremental support is achievable if we guarantee
easy and fast switching between the editing and presenta-
tion phases. This point is developed further in the following
section.

4.2 Integrating the editing and presentation phases

Due to the intrinsic dynamic characteristic of a multimedia
document, the famous static WYSIWYG paradigm, which




kelps greatly in writing classical documents, cannot be ap-
plied to multimedia documents: it is not possible to specify a
dynamic behavior and to see its result at the same time. As
a consequence, the editing and presentation phases are not
the same. However, they must be really integrated to be as
close as possible to the WYSIWYG paradigm. This means
that, firstly, the time to toggle between the two phases must
be as short as possible; secondly, the frontier between these
two phases must disappear.

In Madeus, the first point is achieved thanks to the use of
a unique temporal structure (HSTP) to manage both edit-
ing and presentation phases, and to the design of efficient
incremental algorithms associated with this structure.

The current editing process in Madeus requires the au-
thor to create a document by editing the textual format.
However, during the presentation phase the author can pause
the presentation, change the spatial position of an object or
2dd/remove a spatial constraint, and finally save the docu-
ment and replay the new version. In other words, it means
that the window in which the document is presented is also
an editing view. Qur experiment shows that this kind of
integration between the editing and the presentation phases
is very satisfying for the author. We plan to provide the
author with the same service for the temporal dimension,
but the problem is much more complex due to the difficulty
for the author to have a global perception of the temporal
organization. In fact, a complete authoring environment of
multimedia documents must be a multi- views one, with syn-
chronizations between views and complex navigation func-
tionalities [7].

4.3 Reusing multimedia specifications

The reusability of parts of- or entire- existing documents
can remarkably save time while creating multimedia docu-
ments. In Madeus, it is possible to reuse a composite object
in another context. The important point is that a compos-
ite object in Madeus is not a fixed object but an adjustable
one, i.e neither its duration nor the temporal position of the
objects it contains are fived. Once again, this is due to the
use of constraints. The benefit is that the author can reuse
a composite object in different contexts.

Another kind of reuse occurs when the author wants to
change some basic objects of an existing document while
preserving its temporal and spatial organization. One typi-
cal case of such a situation is the translation of a document
from one language into another. The author has to replace
each textual message and each andio comment. There is a
high probability that the durations of the new audio objects
will differ from those of the existing ones. The constraint
technology saves the author the effort of modifying the tem-
poral organization to adjust such documents.

8§ Benefits for presentation

5.1 Portability of multimedia documents

In the multimedia domain, portable standard formats of me-
dia objects are developing, such as MPEG audio, MPEG
video, GIF, PNG and JPEG images, with players avail-
able on most existing platforms. Madeus takes advantage
of these formats and combines them in documents using a
high level, portable language. Thanks to its XML structure,
Madeus language provides the easiness of importing from-
and exporting to- other standard languages such as SMIL
[17] (without any guarantee to preserve the whole seman-
tic of the initial language). We are currently implementing
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in the Madeus environment an import function from SMIL
documents. It allow us to use the Madeus presentation en-
gine to play SMIL documents.

Both the language and its parser are platform indepen-
dent. In this language, media objects are addressed by their
URLs to comply with the designation standards used in dis-
tributed web-based applications.

Moreover, the presentation scheduler, that uses the out-
put of the parser, is also platform independent. However,
the implementation of the synchronization actions invoked
by the scheduler is inevitably platform dependent as these
actions require system-dependent functions such as access to
system clock, control of system timers, event handler, etc.

5.2 Extensibility

Authoring environments of multimedia documents must have
the ability of easily integrating newly emerging types and
formats. In Madeus, extensibility is achieved by its object
model that dynamically (i. e. during an editing or presenta-
tion session) accepts new types and formats. Extensibility
is also provided by plugins which are represented in the ob-
Jject model as one type of media objects, allowing Madeus to
make use of the wide variety of available plugin applications.

5.3 High level tempaoral navigation

Two types of temporal navigation have been introduced in
Madeus for providing interactivity and global perception of
documents. Temporal navigation falls into two main classes:
Context dependent navigation that depends on the topic be-
ing presented and the document structure, i.e. its logical
and temporal structures, and Context independent naviga-
tion that represents VCR-like controls to play, pause, re-
sume, fast forward and rewind the document presentation.

Such navigation facilities allow the user to navigate throu-
gh the temporal dimension of documents in order to explore
rapidly their content.

These navigation facilities are implemented in Madeus
by the help of the information supplied by the presentation
context structure (described in 3.8). Starting from a con-
sistent formatted scenario, the presentation context struc-
ture together with the set of Tic and Tac instants deduced
from the hypergraph, allow us to implement various kinds of
context-dependent navigation: step by step navigation where
the user can navigate to-and-fro between the Tac instants,
structural navigation where the user can navigate between
objects located at the same hierarchical level of the hyper-
graph, and user defined navigation where the user, whether
author or reader, can select a group of presentation instants,
ie. Tic instants, which seem interesting to him, and use
them as functional navigation anchors.

6 Future Work

One of the main goals of the presentation engine of Madeus
is to dynamically adapt to the current presentation con-
ditions. The presentation conditions can be negatively af-
fected by the indeterminism of the played media objects such
as user interactions and opaque objects, and by the system
and network loads. Constraints cannot statically guarantee
that distributed presentations are satisfied under such condi-
‘tions, but we believe that dynamic supervision can enhance
the quality through temporal prediction and constraints re-
evaluation. An adaptive scheme is required to comtrol the
document presentation with respect to a global clock.




The hypergraph structure, given the rich information it
contains, can simplify to a great extent the design of an
adaptive scheduling scheme. Information about the tempo-
ral ordering (edges in the HSTP) can be used in an observa-
tion and prediction loop: the information recorded at each
cbservation instant can be used to predict what objects to
play in the future and what objects durations to modify.
Such a technique will kelp in minimizing effects such as jit-
tering and skewing.

A sample of the issues that we like to address in the
near future is the enhancement of the edition/presentation
graphical user interface, which is currently under prototyp-
ing and the extension of scenarios to manage templates of
documents.

7 Conclusion

Madeus is an authoring tool integrating authoring and pre-
sentation of multimedia documents. It provides document
authors with an efficient and flexible way to specify a multi-
media document while retaining established declarative lan-
guages for temporal synchronization and spatial positioning.
It is currently experimented in a medical framework to build
medical records.

In this paper, we have laid out the design principles of
Madeus which is based on a constraint approach. We have
also showed that the constraints concept is appropriate for
high level document specification and provides the required
transparencies and abstractions. First, at the interface level,
constraints allow the combination of intuitive graphic repre-
sentations of scenarios, like timelines, with the ease of mod-
ification by automatic updates through constraint propaga-
tion. Second, our model maintains documents’ consistency
in order to prevent authors from introducing errors when
writing complex presentations. Constraints are based on a
powerful representation of scenarios as graphs. Graphs are
not only suitable for authoring but also for scheduling and
time-based navigation.
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